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1
LANE TRACKING SYSTEM

TECHNICAL FIELD

The present invention relates generally to systems for
enhancing the lane tracking ability of an automobile.

BACKGROUND

Vehicle lane tracking systems may employ visual object
recognition to identify bounding lane lines marked on a road.
Through these systems, visual processing techniques may
estimate a position between the vehicle and the respective
lane lines, as well as a heading of the vehicle relative to the
lane. Such processing/recognition techniques, however, may
be processor intensive and/or may require heavy filtering.
This may result in the position estimates being time-delayed
relative to the acquisition of the video information. Addition-
ally, visual information may be acquired sporadically due to
visual obstructions, ambient visibility limitations, dirt/debris
that may cloud the visibility of the camera lens, and/or the
need to aggregate multiple sequential frames for certain video
filtering methods. Such latency and/or sporadic or slow
refresh rates may lead to system instabilities or may compro-
mise the vehicle’s response time/accuracy if an automatic
path correction is warranted.

SUMMARY

Alanetracking system for tracking the position of a vehicle
within a lane includes a camera configured to provide a video
feed representative of a field of view and a video processor
configured to receive the video feed from the camera and to
generate latent video-based position data indicative of the
pose (position and heading) of the vehicle within the lane. The
system further includes a vehicle motion sensor suite config-
ured to generate vehicle motion data indicative of the motion
of the vehicle, and a lane tracking processor.

The lane tracking processor may be configured to receive
the video-based position data, updated at a first frequency;
receive the sensed vehicle motion data, updated at a second
frequency; estimate the position of the vehicle within the lane
from the sensed vehicle motion data; and fuse the video-based
position data with the estimate of the vehicle position within
the lane using an enhanced Kalman filter.

In one configuration, the lane tracking processor may be
configured to estimate the position of the vehicle within the
lane from the sensed vehicle motion data by incrementally
dead reckoning the pose at the second frequency. Likewise
the lane tracking processor may be configured to buffer the
sensed vehicle motion data for future reference. The sensed
vehicle motion data may include, for example, a longitudinal
velocity, a lateral velocity, a lateral acceleration, and a yaw
rate

Upon the receipt of the updated/refreshed video-based
position data, the lane tracking processor may be configured
to roll back the estimated position of the vehicle within the
lane by a predefined number of increments; fuse the updated
video-based position data with the estimate of the vehicle
position within the lane; update a covariance matrix; and
incrementally estimate the position of the vehicle within the
lane forward through the predefined number of increments by
dead reckoning the position from the buffered sensed vehicle
motion data. In one configuration, the predefined number of
increments may be proportional to the latency of the video-
based position data, and proportional to the second frequency.
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Following the fusion of the sensory data, the lane tracking
processor may be further configured to control the motion of
the vehicle to maintain the vehicle within the center of a lane.

The above features and advantages and other features and
advantages of the present invention are readily apparent from
the following detailed description of the best modes for car-
rying out the invention when taken in connection with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram of a vehicle including a lane
tracking system.

FIG. 2 is a schematic diagram of a vehicle disposed within
a lane of a road.

FIG. 3 is a flow diagram of a method of fusing low-fre-
quency, latent video data with high-speed sensed motion data.

FIG. 4 is a schematic timing diagram generally illustrating
the method of FIG. 3.

DETAILED DESCRIPTION

Referring to the drawings, wherein like reference numerals
are used to identify like or identical components in the various
views, FIG. 1 schematically illustrates a vehicle 10 with a
lane tracking system 11 that includes a forward facing camera
12, a video processor 14, a vehicle motion sensor 16, and a
lane tracking processor 18. As will be described in greater
detail below, the lane tracking processor 18 may fuse video-
based position data 20 with sensed vehicle motion data 22 to
determine the position of the vehicle 10 within a traffic lane
30 (as generally illustrated in FIG. 2). For example, the lane
tracking processor 18 may determine in near-real time, the
distance 32 between the vehicle 10 and the right lane line 34,
the distance 36 between the vehicle 10 and the left lane line
38, and/or the heading 40 of the vehicle 10 relative to the lane
30.

The video processor 14 and lane tracking processor 18 may
each be respectively embodied as one or multiple digital
computers or data processing devices, each having one or
more microprocessors or central processing units (CPU),
read only memory (ROM), random access memory (RAM),
electrically-erasable programmable read only memory (EE-
PROM), a high-speed clock, analog-to-digital (A/D) cir-
cuitry, digital-to-analog (D/A) circuitry, input/output (1/O)
circuitry, power electronics/transformers, and/or signal con-
ditioning and buffering electronics. The individual control/
processing routines resident in the processors 14, 18 or
readily accessible thereby may be stored in ROM or other
suitable tangible memory locations and/or memory devices,
and may be automatically executed by associated hardware
components of the processors 14, 18 to provide the respective
processing functionality. In another configuration, the video
processor 14 and lane tracking processor 18 may be embod-
ied by a single device, such as a digital computer or data
processing device.

As the vehicle 10 travels along the road 42, one or more
forward facing cameras 12 may visually detect markers (e.g.,
hash 44) that may be painted or embedded on the surface of
the road 42 to define the lane 30. The one or more cameras 12
may each respectively include one or more lenses and/or
filters adapted to receive and/or shape light from within the
field of view 46 onto an image sensor. The image sensor may
include, for example, one or more charge-coupled devices
(CCDs) configured to convert light energy into a digital sig-
nal. The one or more cameras 12 may be positioned in any
suitable orientation/alignment with the vehicle 10, provided
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that they may reasonably view the one or more objects or
markers disposed on or along the road 42. In one configura-
tion, the camera 12 may be disposed within the front grille of
the vehicle 10. In another configuration, the camera 12 may
be disposed within the windshield of the vehicle 10 and
oriented in a generally forward-facing direction (e.g., on a
forward-facing surface of the rear-view mirror). The camera
12 may output a video feed 48, which may comprise, for
example, a plurality of still image frames that are sequentially
captured at a fixed rate (i.e., frame rate). In one configuration,
the frame rate ofthe video feed 48 may be greater than 5 Hertz
(Hz), however in a more preferable configuration, the frame
rate of the video feed 48 may be greater than 10 Hertz (Hz).

The video processor 14 may receive the video feed 48 from
the camera 12, and may be configured to identify and/or track
one or more objects between the plurality of image frames.
Using various image processing techniques, the video pro-
cessor 14 may identify the location and path of the bounding
lane lines 34, 38, and may correspondingly estimate the dis-
tances 32 and 36 between the vehicle 10 and the respective
lines 34, 38, along with the relative heading 40. The video
processor 14 may then output the position estimates to the
lane tracking processor 18 as video-based position data 20.

The video-based position data 20 provided to the lane
tracking processor 18 may be updated/refreshed on a periodic
basis. The refresh-rate of the video-based position data 20
may be dictated by the available bandwidth and processing
power of the video processor 14, the frame rate of the camera
12, and/or the filtering algorithms employed. The video-
based position data 20 may further have an inherent latency
due to the processing complexity of the lane line detection
algorithms and/or any needed video filtering (e.g., to smooth
and/or enhance images that may appear blurred due to road
jounce/harshness). In one configuration, for example, the
video-based position data 20 may be refreshed every 100 ms,
and may have a latency of about 200 ms.

To enhance the accuracy and update frequency of the
video-based position data 20, the lane tracking processor 18
may employ Kalman filtering techniques to combine the
video-based position data 20 with incremental positional data
that may be estimated from the one or more motion sensors 16
available on the vehicle 10 (e.g. using dead reckoning tech-
niques). The one or more vehicle motion sensor(s) 16 may
monitor, for example, the rotational speed and/or steering
angle of one or more vehicle wheels 50, the vehicle yaw
angle, the lateral and/or longitudinal speed and/or accelera-
tion of the vehicle 10, and/or the magnetic heading of the
vehicle 10. This sensed vehicle motion data 22 may be
capable of rapid refresh rates, which may augment/refine the
latent video-based position data 20, such as illustrated in the
sensor fusion method 60 provided in FIG. 3. In one configu-
ration, for example, the sensed vehicle motion data 22 may be
refreshed every 10 ms, and may have anegligible latency (i.e.,
approaching the speed of the processor to deduce positional
data).

FIGS. 3 and 4 together illustrate a method 60 of fusing the
latent video-based position data 20 with the positional data
estimated from the vehicle motion sensors 16. This method
60 may be executed or performed by the lane tracking pro-
cessor 18 on a continuous basis upon receipt of the video-
based position data 20 and the sensed motion data 22. FIG. 4
illustrates a timing diagram 62 according to this sensor fusion
method 60, where each small arrow 70 along timeline 72
represents, for example, 10 ms positional data obtained from
the vehicle motion sensors 16. Likewise, each large arrow 74
represents 100 ms video-based position data 20 arriving with
a 200 ms latency. Referring again to FIG. 3, the method
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begins at step 80 when the system is energized, which is
immediately followed by an initialization step 82. In the
initialization step 82, an initial, starting position is obtained as
a baseline such as though video-based position data 20.

At step 84, the method 60 then inquires whether new or
updated video-based positional data 20 is available. If it is
not, then at step 86, the processor 18 will estimate an incre-
mental movement of the vehicle 10 using dead reckoning
techniques performed from the 10 ms sensed vehicle motion
data 22. In one configuration, these techniques may solve
Equations 1-4 to determine a lateral deviation of the vehicle
from the lane center (Ay) and a relative heading angle of the
vehicle with respect to lane centerline (A1) (e.g., the differ-
ence between absolute heading of the vehicle and absolute
heading of the lane markings).

Ay =V, + V,Ay Equation 1

A = r+ k(s)V, Equation 2

. Cr+C, Cra—-Cyb C Equation 3
v, =L rVy—(VX+;)r+—f6 q

MV, MV,
Cra—Cpb A Cy+b*C aC Equation 4
F=L A V= il Trr s
LV, LV, I,

As used above, V., is the longitudinal velocity of the vehicle
10; V,, is the lateral velocity of the vehicle 10; r is the sensed
yaw rate, J is the road wheel angle, a and b are the longitudinal
distances from the vehicle center of gravity to the respective
front and rear axles; M is the mass of the vehicle 10; 1 is the
vehicle yaw inertia; C.and C, are the corering stiffnesses;
and k(s) is the curvature of the road as perceived by the video
processor 14. In another configuration where V, is available,
then the system may, for example, only be required to solve
Equations 1-2. Therefore, as may be appreciated, the number
and complexity of the dynamic model may vary depending on
the types of sensory motion data available.

While such dead reckoning techniques may provide valu-
able short-term behavioral insight, particularly because of
their fast response rate (i.e., at the speed of the sensory
inputs), due to noisy measurements and/or assumptions made
in the dynamic equations, the estimated position may drift
from the true/actual position over time. In this manner, upon
the arrival of new video-based position data 20, Kalman fil-
tering techniques maybe used to fuse the two independent
indications of position. For future reference, the sensed
motion data 22 may be buffered in step 88.

Referring back to step 84, if the processor 18 sees that new
video-based position data 20 is available, in step 90, it may
roll back the dead reckoned position computations a number
of steps that may be proportional as to the latency and the
update speed of the vehicle motion sensors 16 (e.g., 20 steps
in the present example). In this manner, the latent video frame
may be synchronized in time with the position calculation at
the time the video frame was acquired (i.e., prior to any
computational latency). In another configuration, the video
processor 14 may apply a time-stamp to the video feed 48 as
it is received. Then, step 90 may roll-back the incremental
dead reckoned position a number of steps that would bring it
in line with the video acquisition.

In step 92, the processor 18 may then fuse/update the
deduced movement/position with the newly acquired video-
based position data 20. Additionally, in step 92, the processor
18 may update the covariance matrix that supervises the sen-
sor fusion. As known in the art, the covariance matrix is used
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to assign a weighting or “trustworthiness” to particular sen-
sory information during the sensor fusion.

Using the raw sensor values buffered in step 88, together
with the newly updated vehicle position information, in step
94, the processor 18 may then re-step forward up to the
real-time data, at which time it may continue using the dead
reckoning techniques via step 86 until the next video-based
position information arrives. If the dead reckoning estimates
happen to drift away from the real position, the delayed video-
based position measurements would then pull the position
estimate back towards the real position in a manner that does
not disturb the position data to the point of becoming rapidly
changing and/or noisy. This fused position estimate may then
be output to other monitoring/control systems on a near real-
time basis.

By fusing vehicle sensory information together with video-
based position measurements, the overall lane recognition
and/or lane centering algorithms may be more robust than
using either technology alone. The flexibility of the algo-
rithm, however, may likewise account and/or adjust for miss-
ing video frames, or situations where visibility is sporadic or
imperfect (either due to atmospheric conditions, or due to a
lack of lane marking clarity). In addition, this delayed obser-
vation sensor fusion technique may also be modified to
account for additional sensory information, such as GPS mea-
surements or RF triangulation—both of which generate latent
position information.

In one configuration, the vehicle 10 may use the position
measurements generated by the lane tracking processor 18 for
one or more control and/or monitoring functions. For
example, if the processor 18 detects that the vehicle is
approaching the left lane line 38 (i.e., distance 36 is decreas-
ing toward zero), the vehicle 10 may alert the driver. Alterna-
tively, various closed-loop lane centering applications may
use the fused position information (i.e., distances 32, 36) to
control the motion of the vehicle 10 such that the vehicle 10
may remain positioned in the center of a highway lane with
minimal driver involvement (e.g., as may be provided with
adaptive cruise control systems). In this manner, the continu-
ous predict/update methodology employed by the Kalman
filter may permit smaller, yet more frequent, course correc-
tions than merely relying on latent, sporadic video data.

While the best modes for carrying out the invention have
been described in detail, those familiar with the art to which
this invention relates will recognize various alternative
designs and embodiments for practicing the invention within
the scope of the appended claims. It is intended that all matter
contained in the above description or shown in the accompa-
nying drawings shall be interpreted as illustrative only and not
as limiting.

The invention claimed is:

1. A lane tracking system for tracking the position of a
vehicle within a lane, the system comprising:

a camera configured to provide a video feed representative

of a field of view;

avideo processor configured to receive the video feed and

generate latent video-based position data, the video-
based position data indicative of the position of the
vehicle within the lane;
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6

a vehicle motion sensor configured to generate vehicle
motion data indicative of the motion of a vehicle,
wherein the generated latent video-based position data
has a greater latency than the generated vehicle motion
data; and
a lane tracking processor configured to maintain a real-
time position of the vehicle within the lane using the
vehicle motion data and the latent video-based position
data, and wherein maintaining the real-time position
includes:
receiving the video-based position data, updated at a first
frequency;

receiving the sensed vehicle motion data, updated at a
second frequency that is faster than the first fre-
quency;

estimating the real-time position of the vehicle within
the lane from the sensed vehicle motion data;

rolling back the real-time position estimate by a pre-
defined number of increments upon receipt of the
latent video-based position data;

fusing the latent video-based position data with the
rolled-back estimate of the vehicle position within the
lane using Kalman filtering techniques to generate an
updated latent vehicle position; and

recomputing the real-time position estimate using pre-
viously received vehicle motion data and the updated
latent vehicle position.

2. The lane tracking system of claim 1, wherein the lane
tracking processor is configured to estimate the position of
the vehicle within the lane from the sensed vehicle motion
data by incrementally dead reckoning the position at the
second frequency.

3. The lane tracking system of claim 2, wherein the lane
tracking processor is configured to buffer the sensed vehicle
motion data.

4. The lane tracking system of claim 3, wherein upon the
receipt of the updated video-based position data, the lane
tracking processor is configured to:

update a covariance matrix; and

wherein recomputing the real-time position estimate
includes incrementally estimating the position of the
vehicle within the lane forward through the predefined
number of increments by dead reckoning the position
from the buffered sensed vehicle motion data.

5. The lane tracking system of claim 4, wherein the pre-
defined number of increments is proportional to the latency of
the video-based position data, and proportional to the second
frequency.

6. The lane tracking system of claim 1, wherein the sensed
vehicle motion data includes a longitudinal velocity, lateral
velocity, and a yaw rate.

7. The lane tracking system of claim 1, wherein the lane
tracking processor is further configured to control the motion
of the vehicle to maintain the vehicle within the center of a
lane.



